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EU AI Act adopted 

The widespread impact of emerging AI 
technologies is becoming clearer by the day. 

As a general-purpose technology, AI is attracting 
the attention of legislators worldwide seeking to 
balance the economic growth potential with 
multiple possible negative externalities. 

To date, the US has utilized Executive Orders to 
shape future development while India is taking a 
more laissez-faire approach.

Last week, the European Union parliament passed 
the Artificial Intelligence Act, the world’s first 
significant legislation to shape the development 
and use of AI.

As seen with the widespread adoption of GDPR 
principles, we can expect this act to become the 
basis for global legislation. According to a recent 
IAB survey, this global privacy legislation has a 
measurable effect on ad budgets.

Like GDPR, the AI act has teeth,  with fines for non-
compliance of up to 35 million Euros or 7% of 
worldwide annual turnover, whichever is higher.

Not only EU businesses should take heed; any 
business worldwide is impacted if the output 
produced by their AI systems is used in Europe.

People will have the right to file complaints about 
AI systems to designated national authorities, who 
will enforce the AI Act and impose sanctions for 
violations.

Although final ratification is still required, the AI Act 
can be expected to become law in Q2 2024. 
Prohibited systems will be banned within six 
months, and the act will be fully applicable in just 
over two years.

The world’s first AI legislation

Advertisers managing risk 

The AI Act follows a risk-based approach, meaning 
different AI systems are subject to various levels of 
regulation depending on their potential impact on 
human rights and safety.

AI systems that are deemed unacceptable risks are 
prohibited outright. The act mentions examples 
such as cognitive behavioral manipulation of 
people, social scoring, biometric identification, and 
categorization of people, such as facial recognition.

This may limit some potential use cases of AI 
technology, such as personal targeting in out of 
home environments. The act will clarify what 
profiling and targeting consumers is acceptable, 
even based on non-PII data.

High-risk AI systems that impact infrastructure, 
education, safety, public services, and employment 
must undergo a conformity assessment before 
being put on the market and throughout their 
lifecycle.

They must also comply with specific requirements, 
such as transparency, human oversight, data 
quality, accuracy, robustness, and cybersecurity.

The AI Act also covers generative AI technologies 
like chatbots and content creation tools. Each of 
these systems must disclose that they are not 
human and respect the intellectual property rights 
of the data used for training.

The act also sets out principles to prevent bias and 
discrimination in model training and output. This 
has been a core focus in Omni’s use of AI tools.

Platforms are preparing for this reality. This week, 
YouTube announced a mechanism for creators to 
label videos that contain AI-generated content.

https://techmonitor.ai/technology/ai-and-automation/the-state-of-ai-regulation-around-the-world#:~:text=As%20the%20first%20set%20of,2024%20for%20all%20member%20states.
https://crsreports.congress.gov/product/pdf/R/R47843#:~:text=14110%20on%20Safe%2C%20Secure%2C%20and,and%20engagement%20with%20international%20partners.
https://twitter.com/LuizaJarovsky/status/1769821938707214838?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Etweet
https://www.europarl.europa.eu/news/en/press-room/20240308IPR19015/artificial-intelligence-act-meps-adopt-landmark-law
https://www.marketingdive.com/news/marketers-accepted-new-privacy-by-design-infrastructure/710264/
https://www.marketingdive.com/news/marketers-accepted-new-privacy-by-design-infrastructure/710264/
https://www.armstrongteasdale.com/thought-leadership/the-eu-artificial-intelligence-act-what-businesses-need-to-know/
https://www.armstrongteasdale.com/thought-leadership/the-eu-artificial-intelligence-act-what-businesses-need-to-know/
https://www.euaiact.com/article/68b
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://artificialintelligenceact.eu/article/5/
https://oneomnicom.sharepoint.com/:u:/r/sites/Annalectprivacyhub/SitePages/facial%20recognition%20shouldnt%20be%20the%20default.aspx?csf=1&web=1&e=lNOPO7
https://www.youtube.com/watch?v=gcimRZF8g3Y
https://www.youtube.com/watch?v=gcimRZF8g3Y
https://www.adexchanger.com/ai/europes-ai-act-nudges-advertisers-toward-responsible-generative-ai-use/#:~:text=The%20AI%20Act%20is%20unlikely,such%20as%20race%20and%20religion.
https://artificialintelligenceact.eu/assessment/eu-ai-act-compliance-checker/
https://www.adexchanger.com/ai/europes-ai-act-nudges-advertisers-toward-responsible-generative-ai-use/#:~:text=The%20AI%20Act%20is%20unlikely,such%20as%20race%20and%20religion.
https://www.adexchanger.com/ai/europes-ai-act-nudges-advertisers-toward-responsible-generative-ai-use/#:~:text=The%20AI%20Act%20is%20unlikely,such%20as%20race%20and%20religion.
https://www.performancemarketingworld.com/article/1865508/far-reaching-implications-marketers-advertisers-unpacking-eu-ai-acts-impact-adland
https://www.performancemarketingworld.com/article/1865508/far-reaching-implications-marketers-advertisers-unpacking-eu-ai-acts-impact-adland
https://www.marketingbrew.com/stories/2024/03/08/how-omnicom-is-working-to-make-its-ai-tools-more-inclusive
https://www.theverge.com/2024/3/18/24104743/youtube-ai-generated-content-disclosure-label?SRC=MOBILE_DEV_MEMO
https://www.theverge.com/2024/3/18/24104743/youtube-ai-generated-content-disclosure-label?SRC=MOBILE_DEV_MEMO


Implications for brands

These initiatives and standards can help ensure the 
authenticity and credibility of advertising content 
across channels.

Risks will only increase as content generation and 
manipulation tools get more sophisticated.

Brands should adopt Content Credentials to 
mitigate the risks of misinformation, 
disinformation, and reputational harm. This will 
future-proof businesses and brands, building an 
infrastructure of transparency and authenticity.

The EU AI Act illustrates the need to address 
potential regulatory measures regarding content 
and watermarks proactively. We can expect to see 
many more regulations in jurisdictions around the 
world.

While the authenticity of the products has always 
been a critical pillar of brands, the authenticity of 
content and intent are increasingly foundational. 
Initiatives such as C2PA standards/Content 
Credentials are essential in an era of plummeting 
trust.

Brands and agencies should embrace Content 
Credentials and the C2PA to deliver a competitive 
advantage in a changing legislative environment.

This is to mitigate risk and build trust as AI services 
become more sophisticated and deliver an ever-
greater impact on our daily lives.

.

Trust and authenticity initiatives

The provenance and authenticity of content have 
been making headlines worldwide, with the UK 
Royal Family being caught up in photo 
manipulation, leading to a frenzy of speculation.

This is within the broader context of:

• Rampant spread of misinformation and 
disinformation.

• Declining societal trust and negative impact on 
democratic processes.

• Elections in 60+ countries representing 50% of 
the global population.

• Brands are fighting MFA websites and 
programmatic fraud.

Therefore, there is a critical need for transparency 
and authenticity in content, an ambition that 
Omnicom has long been committed to. 

The Coalition for Content Provenance and 
Authenticity (C2PA) is a cross-industry initiative 
that seeks to combat the spread of misleading 
information online by developing technical 
standards for certifying the source and history, or 
provenance, of media content.

C2PA aligns the efforts of Project Origin, a 
Microsoft- and BBC-led initiative that tackles 
disinformation in the digital news ecosystem, and 
the Adobe-led Content Authenticity Initiative (CAI), 
of which Omnicom was the first advertising holding 
company to join. 

CAI is growing to include Google,,Meta, and OpenAI 
as well as Hardware makers, news organizations, 
and creative products enabling open, secure, and 
accountable content credentials.

For more information on Omnicom and C2PA/ CAI, 
email Greg Brown at DAS. 

Jean-Paul Edwards

OMD Worldwide Managing Director, 
Product

jean-paul.edwards@omd.com

https://www.youtube.com/watch?v=UwBaPWYhHRg
https://www.forbes.com/sites/forbestechcouncil/2024/03/14/deepfakes-and-the-erosion-of-digital-trust-zero-trust-strategies-in-the-age-of-ai-generated-content/
https://contentcredentials.org/
https://www.nytimes.com/2024/03/12/world/europe/princess-kate-middleton-royals-photo.html
https://www.nytimes.com/2024/03/12/world/europe/princess-kate-middleton-royals-photo.html
https://www.insiderintelligence.com/content/social-media-no-1-source-of-disinformation-according-us-internet-users
https://www.theguardian.com/us-news/2024/feb/26/ai-deepfakes-disinformation-election
https://www.who.int/europe/news/item/12-07-2023-widening-inequities--declining-trust---they-are-inextricably-linked--with-significant-impacts-on-health--finds-new-who-europe-report
https://phys.org/news/2024-02-vast-majority-views-disinformation-threat.html
https://apnews.com/article/global-elections-2024-preview-cb77b0940964c5c95a9affc8ebb6f0b7
https://apnews.com/article/global-elections-2024-preview-cb77b0940964c5c95a9affc8ebb6f0b7
https://www.ana.net/miccontent/show/id/rr-2023-06-ana-programmatic-transparency-first-look
https://www.technologyreview.com/2023/06/26/1075504/junk-websites-filled-with-ai-generated-text-are-pulling-in-money-from-programmatic-ads/
https://c212.net/c/link/?t=0&l=en&o=4024687-1&h=68583268&u=https%3A%2F%2Fc2pa.org%2F&a=Coalition+for+Content+Provenance+and+Authenticity+(C2PA)%C2%A0
https://c2pa.org/about/about/
https://contentauthenticity.org/
https://www.omnicomgroup.com/newsroom/omnicom-receives-first-mover-access-to-generative-ai-by-getty-images/
https://www.omnicomgroup.com/newsroom/omnicom-receives-first-mover-access-to-generative-ai-by-getty-images/
https://www.nytimes.com/2024/02/08/business/media/google-ai.html
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/
https://www.theverge.com/2024/2/6/24063954/ai-watermarks-dalle3-openai-content-credentials
https://blog.adobe.com/en/publish/2024/01/26/seizing-moment-content-credentials-in-2024
https://blog.adobe.com/en/publish/2024/01/26/seizing-moment-content-credentials-in-2024
https://contentcredentials.org/
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